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In the field of machine learning the focus has been largely on the develop-
ment of methods that can achieve increasingly high classification and prediction
accuracies. In the past couple of years the interpretability of classification and
prediction methods has gained attention as well. Motivated by applications in
bioinformatics, where understanding the input-output relationship is at least as
important as obtaining good predictions, this work focuses on the development
of a method that learns the relationship between binary input- and output data,
where the input-output relationship is described by a Boolean phrase in disjunc-
tive normal form (DNF). Existing methods have been shown to work very well
on small datasets and give intuitive results, but run into computational issues
for datasets with a large number of samples and input features. With the recent
advent of big data, particularly in the field of bioinformatics, there is a need for
a faster solution algorithm. The algorithm proposed here allows for the analysis
of datasets with tens of thousands of samples and features.

A Boolean phrase in DNF is a truth statement formulated as an OR combi-
nation of AND clauses. Let xn,p = 1 if sample n has feature p and 0 otherwise,
for samples 1, ..., n and features 1, ..., p. An example of a Boolean phrase in DNF
is: “IF (xn,12 = 1 AND xn,35 = 1 AND xn,6 = 1) OR (xn,21 = 1) OR (xn,42 = 1
AND xn,43 = 1), THEN sample n is predicted to be in class 1, else in class 0”.
Note that binary output data implies that a sample is in either of two classes.
Boolean phrases in DNF are very easy to comprehend and interpret [7]. They are
particularly useful for describing the relationship between genetic information
and phenotype, e.g. cell behavior, disease susceptibility or drug response, which
is the motivation behind this work.

Mixed integer linear programming (MILP) can be used to learn Boolean
phrases from binary data such that the accuracy of the class predictions is max-
imized [1–3, 5, 6, 8, 9]. The number of binary variables in such an MILP increases
with the number of data samples, the number of features per sample and the
number of AND clauses included in the final Boolean phrase. As MILPs with a
large number of variables are notoriously computationally expensive, these mod-
els only work well on relatively small datasets with at most 1,000 samples and
4 or 5 AND clauses.

This work proposes an algorithm called IRELAND - Iterative Rule Extension
for the Logical ANalysis of Data - to solve the MILP for datasets of up to at
least 10,000 samples and an unlimited number of AND clauses. Similar to [4], [8]
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and [2], IRELAND iteratively generates AND clauses by alternating between a
master problem that selects the best AND clauses from a pool to be included in
the final Boolean phrase, and a sub problem that generates new promising AND
clauses. When the number of samples is large, the sub problem is still computa-
tionally expensive. However, note that the newly generated AND clause should
result in an increased number of true positives when added to the Boolean phrase
in the previous iteration, without adding too many false positives. IRELAND
makes use of this observation by excluding the class 1 samples that were already
classified as class 1 in the previous iteration from the sub problem. This strongly
reduces the computational complexity. Given the remaining set of samples, the
sub problem maximizes the number of true positives while restricting the num-
ber of false positives, and is solved for various upper bounds on the number of
false positives. The master problem then selects AND clauses from the pool such
that a weighted sum of true positives and true negatives is maximized.

Classification problems are generally bi-objective problems: one aims to maxi-
mize the number of true positives, while minimizing the number of false positives.
The framework of IRELAND allows for computing the trade-off curve between
these conflicting objectives at minimal computational cost. Recall that a pool
of AND clauses is generated where the number of false positives varies between
AND clauses. The master problem can then be reformulated into a bi-objective
problem using the ε-constraint method and use this pool to generate Boolean
phrases that form the Pareto curve between true and false positives.

IRELAND was tested on synthetic datasets, where the number of samples,
features, AND clauses and the level of noise were varied. The results show that
for small datasets, those with N ≤ 1, 000, IRELAND has no benefit over using
the original MILP, and is often even slower. However, for N > 2, 000, directly
solving the MILP often takes several hours, where the model was always stopped
after four hours, or even runs out of memory. For these large datasets IRELAND
found a solution with high classification accuracy within one hour. In addition,
IRELAND provided the full Pareto front showing the trade-off between sensitiv-
ity and specificity. IRELAND thus enables the abstraction of Boolean phrases
in DNF for large complex problems that could not be solved with the MILP
formulation.
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